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Cloud computing provides an easy and flexible accessibility of resources
on the Internet. In this case the clients can use the available resources as
they need without upgrading their own hardware. Thus, load balancing
is considered as one of the most challenging issues related to the cloud
computing where multiple tasks (processes) must be run simultaneously
on the processing elements. There are different algorithms used for the
task’s allocation on those elements. The tasks can be distributed
according to different schemes. Some algorithms suggest prioritizing the
tasks while some others distribute the balance according to the length of
the task. However, there is a large number of the load balancing methods
that depends on the Artificial Intelligence techniques. Specifically, the
utilization of the meta-heuristic algorithms for the task’s distribution on
the virtual machines. The aim of these algorithms is to enhance the cloud
system productivity by looking for the optimal distribution of those tasks
on the virtual machines. There is a large number of methodologies that is
worthy to review and investigate in terms of their efficiency,
performance and productivity. The main aim of this work is to make a
comprehensive literature review paper that discuss the advancement of
this area through the years. The advantages and disadvantages of those
methods are investigated in order to highlight the gaps and try to suggest
some solutions in future. In addition, the classification is conducted on
basis of the parameter coefficients. Besides, a full analysis has been made
for the compared methods. The futuristic aspects of the utilization of the

currently used load balancing algorithms has also been highlighted.

Introduction

The fast development in the computer science and Internet technologies lead to the
appearance of the cloud computing which is a virtual manner to handle the processing of tasks
simultaneously which is parallel processing scheme. One more benefit is that clients only pay
for the service they need at a time [1].

The cloud computing is a time-sharing system that is considered a novel advancement that
is characterized with scalability in service provision. This technology offers an easy clients
access to the system which is an on demand service utilization. The client then has the
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prosperity of being in a resources pool which is a self-served as well as a scalable domain. In
turn, this kind of computing is a green computing because users need no much energy
consumed to operate an extra processing hardware. Users only need the power to handle what
they really need. Cloud technology will be the normal computing technology for the future
generations [2]. The resources usability.

The main objective of using the cloud technology systems is to provide the service to the
clients wherever they exist. Therefore, the clients will no longer need to take their computing
hardware when they are away. Many computing assets are housed in data centers which
represent the cloud environment. Within the last decade the cloud services have been
requested in an increasing manner. Therefore, there become a heavy load on the network
environment. The heavy pressure on the network represents a challenge in the cloud
computing domain. It is a performance declination factor that wastes the assets and time. The
resource usability and the Quality of Service (QoS) are considered two major objectives in terms
of an optimal task’s distribution. Additionally, the run time and execution time are both
measurements for an efficient resource’s management [3]. In the cloud environment the
information system can be expanded via the increment of the system’s capacity by the dynamic
amalgamation of the software licenses, infrastructures, or the use of new equipment. The easy
accessibility to the resources which is customized upon the users’ need is considered as one of
the advantages of the cloud technology[4].

The cloud offers several things to deliver including Saa$, IaaS, and PaaS all these services
are controlled by the cloud technology which are online managed by the main hub server. laaS
offers clients a capability to access to the storage, operating systems and server items of the
cloud environment on a according to the users need. A large spectrum of services is offered by
the laaS service. Platform as a Service (PaaS), provides an environment that enables the users
creating, testing, hosting, and maintaining their data and processes. A cloud environment
service manager can host the applications and make them accessible to the users in an online
mode. In the last few years, it was well perceived by different jobs that the utilization of the
cloud assets and acquiring an easy accessibility leads to a notable reduction in the costs
expected to finalize any specific job by applying the idea of the service-wise payment that
suggests the users only pay for the services they need. It is a time-saving principle that makes
users not necessarily upgrade their hardware assets. Because of easy implementation, cost
effectiveness and the lower investment costs, there is a tendency toward the use of the cloud
services by different businesses. Some of the benefits of the cloud technology utilization in
businesses is the lower costs, security, fault tolerance besides the excellent performing
capabilities. Large number of the big companies such as IBM, Microsoft and the Amazon have
adopted the cloud technology in their services provided to the clients[5].

With the fast-technological advancement, there become a large use of online services by
users. The services required by the users nowadays an easily provided by the cloud servers. In
this case, there is no need to buy those services rather they only be rent while those services
are required. The heavy loads on the cloud networks lead to the fact that this load might not be
distributed optimally where there is an urgent need for sophisticated tools that enable the
network to be configured by using protocols that handles the incoming processes by
distributing them efficiently on the virtual processing elements. Still, the tasks distribution and
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load balancing issues can be clear in real-times applications where users need the services
immediately. However, due to imbalance in the distributions of the other tasks submitted by
other users delays or even services denials might potentially occur. Consequently, s system
crash will be the last result of the heavy traffic on the services provided by the cloud [6]. The
load balancing is considered as one of the gravest issues related to the cloud technology. This
process of the optimal distribution of tasks on the processing elements is necessary at the times
when any particular component fail to provide it functionality, the system would be capable of
de-providing applications on other processing elements automatically. Thus, the load balancing
is a technique aims to divide processes fairly on the machines. The idea behind load balancing
is to guarantee there is no single machine to be over-loaded while some other are idle or less
preforming. The user satisfaction can be acquired with the assistance of using the load balance
mechanisms.

Scalability in cloud computing, facilitated by load balancing, is another aspect that might be
considered. These aspects collectively enhance green computing by promoting resource
efficiency and reducing carbon emissions.

The improvement of the general system performance comes through the optimal Resource
Allocation (RA). The key issues in the cloud environment are the assets consumption besides
the energy conservations. In this case, the works become more environmentally friendly
through lowering the cost and reducing the processing time. Load balancing can be described
as a method that spread the workloads on the cloud environment for the sake of maximizing
the throughput and reducing the feedback time. The process of load balancing incorporates the
preventions of the assets from being malfunction due to overloading. The dataset could be
received and transferred with a minimal delay amounts because of the traffic distribution on
the servers. The dynamically based divisions of workloads are a crucial parameter in cloud
technology. Machines work load is the total quantity of processing intervals required for the
completion of the processes assigned to the system. The necessity of using the load balancing
is to reduce the heavy loads on the processors with keeping the system load balanced as much
as possible.

The benefits of using this technique is to maximize the resources usability. In turn, the
system performance will be maximized accordingly. By achieving this the cloud system will gain
the users satisfaction. Thus, the maximization of the throughput besides the minimization of
the feedback time are the two factors that the cloud system must achieve in load balancing.
Thus, load balancing is considered as crucial technique that is used to enhance the online
services and operations performance[7].

Based on the information provided in [8,9] the key outcomes gained by the load balancing
can be listed bellow

e Efficiency- the bandwidth utilization can be increased in the network.
e Safety and Reliability- dependability and security can be enhanced

e Scalability- capacity for growth can be maximized

e On-demand assets accessibility.

e Efficient utilization of resources regardless the traffic.

e Energy can be saved during the low loads.
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Cost effective

Minimal processing time.

Elimination of assets wastages.

Better communicating of network nodes.

Hardware and software in two primary categories are used in server load balancing.
Hardware that operates at the 4th layer, such as network switch, provides load balancing (LB)
and server redundancy. Still, software is used to manage resource allocation and track server
utilization. Statically and dynamically based load balancing solutions are distinguished based
on whether software or hardware is used. While dynamic techniques adjust to changing
demands, static methods are used proactively to handle projected processing loads. Optimizing
resource utilization, raising throughputs, guaranteeing quicker response times, and avoiding
overload are the main goals of load balancing. Diverse methods are applied to disperse the load
among various systems in order to handle various issues. Every load balancing algorithm is
designed to accomplish specific goals. For instance, some of them they strive to achieve higher
throughputs while some other methods aim to achieve a reduced response time, and efficient
resources usage [10].

Motivation

This paper aims to offer the most recent advances in the area of the task’s distributions method.
In this paper, a guideline for researchers is presented in order to highlight the research gaps as
well as the strength points in the load balancing related academic works.

e A comprehensive literature review is presented in this paper focusing on the work load
distributions on the virtual machines in the cloud environment. This paper involves
reviewing the current research ideas in order to obtain the best work load management
among the virtual units.

e Aload balancer ensures fair allocation of resources and maximises customer happiness
while minimising costs.

¢ Load balancing assist in guaranteeing users to be satisfied by receiving a cost-efficient
service besides a fast service.

¢ Load balancing among cloud resources is important because of the increasing need for
the cloud computing

Literature Review

In this section a survey is done in concern to the load balance in the cloud environment
besides other considerations associated to this subject. For instance, the resource schedule,
services broker rule, and the assets assignments.

Through the years there are several works has been made in the areas of the cloud
technology. In Jiang, Y. (2015). Investigated the ideal characteristics discovered in a wide
spectrum of distributed system. This can be classified into a distributed controller, open
environment, resources assignments, varying node units and the networked architectures. The
paper tends to categorize the studies made on the task’s allocations and load balancing
according to the users’ satisfaction. The criteria considered in the work are the ensuring, the
reliability, optimization of using the resources, the coordination of the mechanisms, and the
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accountability of the network’s architecture. The paper presented a full analysis related to the
job distributions[11].

Singh, S., & Chana, I. (2016) conduct a thorough and precise analysis of the current research
on managing cloud resources, particularly emphasising the scheduling of these resources.
The major aim is to choose the highly significant and suitable technique with large spectrum of
assets allocation algorithms for specific works loadings. The aim of the work is generating an
extensive methodologically based analyses of the network resources management and plans.
The investigations involved different principles like the resource’s classifications. The
abundance of various techniques. The scheduler techniques are distributed according to
specific strategies and considering the considerations scalabilities. Prior to conducting
comprehensive resource planning analyses, it was advised to improve the current cloud search
capability. It was discovered that resource utilisation might be enhanced by assigning resources
based on the characteristics of the task. Furthermore, they provided recommendations for
forthcoming endeavours [12]. The paper was authored by Milani, A. S. et al. (2016). Offers a
thorough analysis of the load balancing approaches being utilised. In addition, a comprehensive
classification has been presented, considering many aspects, along with an analysis of the
current methodologies.

A study has been conducted to analyse the advantages, disadvantages, and important
challenges that are associated with a variety of load balancing algorithms [13]. The purpose of
this analysis is to enhance the performance of load balancing systems in the future. Xu, M., Tian,
W., and Buyya, R. are considered to be the authors of the publication. 2017 was the year that
the publication was released. This article provides a comprehensive and comparative study of
the most recent research on load balancing strategies for virtual machines in cloud computing.
The primary focus of the research is to investigate the features of various virtual machine load
balancing components. These components include scheduling scenarios, management
strategies, resource types, consistency of VM types, and allocation dynamics. After some time
had passed, the parameters that were utilised for the purpose of planning load balancing of
virtual machines were compressed in order to assess the effect of load balancing and other
scheduling goals [14]. (2017) publication by Thakur, A., and Goraya, M. S. A thorough
investigation into the most recent and cutting-edge load balancing techniques for the cloud
computing environment was carried out. Employing a novel classification framework for cloud
load balancing algorithms in order to achieve this. The assessment includes a clear presentation
of a variety of potential load balancing procedures as well as a comparative evaluation of those
same approaches. The survey covers a wide range of issues related to the load balancing
problem line of action that may be taken to solve them [15].

Hota, A, Mohapatra, S., and Mohanty, S. (2019). Examined several scholarly literatures
pertaining to various load balancing methodologies. The LB algorithms were classified into
three distinct categories: heuristic, metaheuristic, and hybrid, based on the specific technique
employed. In their poll, they conducted a comparison of all three options and obtained the
following results: (1) Heuristic algorithms are characterised by their ability to quickly generate
a satisfactory solution, in contrast to metaheuristic algorithms; (2). The evaluation of
performance for metaheuristic algorithms is contingent upon the characteristics of the
problem, its inherent structure, and the employed solving methodology; and (3) Hybrid
algorithms offer the advantage of reducing both computation time and cost.

227



It shows an advanced effectiveness in comparison to the rest of the techniques [16]. The
writers in are Jyoti, A., Shrimali, M., et al. (2019). This research offered a full an extensive
investigation of many processes’ distribution technique broker items, scheduler kinds, and
tasks the time 2015-2018. The authors investigated as well as investigated the modern
technologies with an extensive argumentation about this subject [1].

The load balancing approaches were categorised and an overview of the persisting
problems and challenges was provided [17]. Elmagzoub, M. A, Syed, D. et al. (2021). Provides
an overview of LB algorithms that draw inspiration from swarm intelligence (SI). The Sl include
a wide spectrum of method that mimic the synergy of the social behaviours in biology. There
are a lot of examples such as the particle swarm optimization and other methods. The
fundamental objectives, application scope, and specific issues addressed by each algorithm are
thoroughly analysed, along with any enhancements made. In addition, an evaluation of
performance was carried out, considering mean response times, data centre processing times,
and additional quality indicators [18].

Load balancing Challenging issues

The Clouds technology is now receiving the greatest attention in the area. Cloud computing
research is currently grappling of the problems associated with this subject among many other
challenges. In order to determine the most effective method for improving the utilisation of
cloud resources, it is necessary to address several additional concerns, like virtualized
machines (VMs) migrations, VMs securities, user’s qualities of services (QoS) satisfactions, and
asset usage, with equal importance [1]. The following is a compilation of many LB challenges:

® Geographically based Distributing Node: Clouds information centres are scattered
across several locations for computational purposes. These centres consider spatially
distributed nodes as a unified location system to efficiently carry out user requests. Due
to the limited scope of certain load balancing strategies, factors such as network latency,
communication delay, and the geographical distance between distributed computing
nodes, as well as between users and resources, were not considered. Consequently, the
algorithms are ill-equipped to handle nodes that are located far apart in this particular
environment. Therefore, it is essential to consider creating load balancing algorithms for
nodes that are situated at a considerable distance from each other.

® Single Point of Failures: Several dynamically based loads balance (LB) techniques have
been developed. A number of them utilise non-distributed methods and depend on the
central node for loading balances choices. of the event of a failure of the primary device,
the entire computer ecosystem will have adverse consequences. Hence, it is imperative
to develop distributed algorithms that ensure no individual node has complete control
over the entire computational system.

® Virtual Machine Migration: Virtualization refers to the procedure of establishing or
consolidating several virtual machines (VMs) on a single physical system. The deployed
virtual machines will exhibit distinct behaviour due to their unique setups. During
system overload, certain virtual machines (VMs) may need to be relocated using a load-
balancing method for VM migration [19].
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® Heterogeneous Nodes: Cloud technology necessitates the execution of user needs on
nodes with diverse characteristics to optimise resource utilisation and minimise
response time. Consequently, scientists have a difficulty in creating efficient load-
balancing techniques for the diverse environment.

® Storage Management: Cloud storage has effectively addressed the issues associated
with earlier conventional storage systems, which required human supervision and
incurred substantial hardware expenses. Nevertheless, users may securely keep a wide
range of data in the cloud without any concerns about access limitations. The
proliferation of cloud storage necessitates the replication of data to ensure rapid
accessibility and consistency. Full data replication systems are not highly efficient due
to the redundant data storage policy of replication sites. While partial replication may
be enough, it might increase the intricacy of load-balancing algorithms and pose a
challenge to dataset availability. Implementing an effective load balancing technique is
essential. This strategy should be using a partial replication mechanism that takes into
account the dispersion of apps and their corresponding data.

® Load Balancing Scalability: The instant access and flexibility to increase in size of cloud
services allow consumers to easily adjust their usage by accessing services as needed. In
order to adequately adapt to these modifications, a proficient load balancer must
consider swift fluctuations in compute capacity, storage, system architecture, and other
relevant elements.[20] .

® Algorithm Complexity: Algorithms employed in cloud computing must consistently be
uncomplicated and user-friendly. As the algorithm complexity increases, the
performance and efficiency in a cloud environment decrease.

® Automated Service Provisioning: Flexibility is the main characteristic of cloud
computing, since it allows for the automated assignment or delivery of services.
Subsequently, we would have the capability to employ the suitable resources and use or
free up cloud resources while maintaining the effectiveness of older method[21] .

® Energy Management: The advantages of utilizing cloud-based energy management
systems include the ability to achieve scale economies. The paramount aspect in
establishing a global economy that relies on a limited number of providers to support
the pool of resources, as opposed to individual private services, is energy conservation.
[21].

Difficulties associated with load balancing in cloud computing

Cloud computing is currently garnering significant attention in the field. Cloud computing
research is presently addressing the topic of load balancing, along with several other obstacles.
To identify the optimal approach for enhancing the utilization of cloud resources, it is
imperative to consider various additional factors of equal significance. These include virtual
machine (VM) migration, VM security, user quality of service (QoS) satisfaction, and resource
utilization [1]. Below is an aggregation of several LB challenges:

e Geographically distributed nodes: Cloud data centers are strategically distributed across
many locations to optimize computing capabilities. These centers utilise a network of

scattered nodes to effectively process user requests by treating them as a unified
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location system. The load balancing solutions did not consider aspects such as network
latency, communication delay, geographical distance between distributed computing
nodes, and distance between users and resources due to their restricted scope. As a
result, the methods are not well-suited to manage nodes that are situated at significant
distances from one other in this specific environment. Hence, it is crucial to contemplate
the development of load balancing algorithms for nodes that are located at a significant
distance from one another.

Single point of failure: Various dynamic load balancing (LB) algorithms have been
developed, with some using non-distributed methods and depending on a single node to
handle load balancing choices. In the case of a primary device failure, the whole
computer ecosystem will experience detrimental implications. Therefore, it is crucial to
create distributed algorithms that guarantee no one node possesses absolute authority
over the whole computing system.

Migration of Virtual Machines: Virtualization is the processes of creating using many
VMs on a stand-alone physical machine. The used virtual machines had diverse behavior
as a result of their individual setups. In the case of having an overload on the physical
machine there will be a need to move the processes, employing a load-balancing
technique for virtual machine migration [19].

Heterogeneous Nodes: Refers to nodes in cloud computing that are diverse in nature,, it
is necessary to perform user tasks on nodes that have different characteristics in order
to maximize the usage of resources and decrease reaction time. Hence, scientists have
challenges in developing effective load-balancing systems for the varied environment.
Management of storage: Cloud storage has successfully resolved the challenges
associated with previous traditional storage systems, which need human oversight and
entailed significant hardware costs. However, users may confidently store a diverse
array of data on the cloud without any worries about restrictions on access. The
widespread use of cloud storage requires the duplication of data to guarantee quick
availability and uniformity. Data replication systems suffer from low efficiency as a
result of the redundant data storage strategy implemented by replication locations.
Although partial replication may suffice, it might complicate load-balancing techniques
and present a hurdle to dataset availability. It is crucial to use a proficient load balancing
approach. The approach should be founded upon a partial replication system that
considers the dispersion of applications and their corresponding data. Cloud services
provide users the flexibility to easily modify their consumption by accessing services as
required, thanks to the on-demand accessibility and scalability of load balancers. A
sophisticated process scheduler must be used in order to efficiently adopt to these
changes where a special attention should be given to the computational powers,
storages as well as the fluctuations that might be happening [20].

Algorithms Complexities: Algorithm utilized in the network must continually exhibit
simplicity and ease of usage. As the algorithm's complexity rises, the performance and
efficiency in a cloud environment diminish.

Automation in Services Provision: The primary attribute of cloud technology is its
flexibilities, since it enables the automated allocation or distribution of services. As a
result, we would be able to use the suitable assets and allocate or free up clouds resource
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whereas maintenance traditional models. [21]. Cloud-based energy management

solutions have the benefit of achieving scale savings in energy management. The key

factor in creating a worldwide economy that depends on a small number of suppliers to

sustain the pool of resources, rather than individual private services, is energy
preservation [21].

Load Balancing Metrics

This section focuses on the measures used to evaluate tasks distributions. For enhancing
resource utilization and efficiency, it is important to employ a load balancer to evenly spread
the computational workload among the accessible resources. Researchers have proposed a
range of load balancing (LB) approaches and associated measures to enhance customer

happiness and optimize resource use. These measures have been the subject of debate
by[8],[16], [22 — 28], as follows:

Performance: This evaluates the effectiveness of the system after implementing

the LB technique in comparison to other LB methods currently in use.

The response time is a measurement that determines the total amount of time
required to fulfil a request that was supplied by the system.

The term "throughput” refers to a measurement that measures the number of
operations that are finished within a specific amount of time. When the
throughput of the system is raised, the system demonstrates improved
performance.

When referring to an algorithm, scalability is the capability of the method to
spread the workload in a system in an even manner as the number of nodes rises.

The term "makespan" refers to the process of determining the maximum amount
of time that a user will need to finish a job or access resources in order to be
considered successful.

The term "fault tolerance" refers to the capability of the algorithm to keep its
performance consistent and accurate, even in the event that there is a failure at
any link or node within the system.

"Migration Time" is the amount of time that must pass before a request or work
may be moved from a machine that is under a significant amount of load to a
machine that is under a lower amount of load. A decrease in the amount of time
required for migration improves the performance of the cloud system.

Resource Utilisation: This indicator evaluates how well all of the available
resources in a cloud environment are being utilised while maintaining
effectiveness. In proportion to the growing utilisation of information technology
resources, the overall cost, energy expenditure, and carbon emissions are all
decreasing.

Imbalance Degree can be used to quantify the discrepancy that exists between
different virtual machines.

It determines the quantity of energy that is spent by each node, which is referred
to as energy consumption.

231



Load Balancing Classification Techniques

There are several academic works such as those mentioned in [1],[29], state that the
categorization of load balancing strategies mostly revolves on the state of the systems and the
process of process start. Load balancing techniques that utilise system state can be classed as
either static or dynamic, as seen in Figure 1. Such techniques according to their initiation party
i.e. reliever, sender or system based initiation.

Process Initiation Techniques:

e Sender Initiated: This strategy involves a node proactively searching for other nodes
that are less burdened and capable of helping to distribute the workload when it
becomes overburdened. Upon detecting overloaded nodes, the sender initiates a search
for lighter loaded nodes.

e Receiver Initiated: This technique entails less occupied node that include receivers,
proactively seeking highly jammed nodes of offload the burden. The goal is to equally
distribute the workload among nodes in a fairer manner.

e The symmetrically based technique integrates sender-initialized as well as receiver
initialized process approaches.

Load balancing algorithm

Based on system state Based on who initiated the process

Static Sender Receiver

initiated initiated Symmetric

Sub - optimal
Heuristic Distributed Non - Distributed

Cooperative Non - _ Centralized Semi -
Cooperative Distributed

Fig 1: Modern categories of LB methods.

Based on system state techniques:

e Static: Static load balancing solutions adhere to a pre-established set of principles that
are not influenced by the current condition of the system. Due to the inflexible nature of
static algorithms, it is imperative to have prior knowledge of the memory and storage
capacity of each node, as well as the computing capability of each node. This strategy is
straightforward and user-friendly, but it often fails to detect the connected servers,
resulting in an imbalanced allocation of resources[8]. The static load in cloud computing
solutions is often predicated on two assumptions. The first factor is the reception of the
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original assignment, while the second factor is the prompt accessibility of tangible
apparatus. The resource update will occur after the scheduling of each job. The primary
issue with this approach is the absence of consideration for the system's present
condition while making decisions. Consequently, it is unsuitable for distributed systems
that undergo dynamic changes. Static approaches function optimally only when the
nodes encounter little load variability. These algorithms are straightforward and have
minimal cost in terms of implementation. It excels in uniform surroundings with fast
communication speeds when communication delays are disregarded[30]. These
algorithms do not consider the continuous monitoring of network nodes[13]. The
references [9], [31], and [32] provide evidence of the fact that a number of studies have
been carried out. Due to the fact that the method did not have fault tolerance, it was not
feasible to implement it in a cloud environment that is dynamic. According to the
information presented in sources [1] and [33], static load balancing strategies may be
classified into the following categories: The Data Centre Controller is responsible for
gathering information about the available resources and delegating tasks to the load
balancer. The load balancer successfully distributes the tasks in the shortest period of
time possible by employing the most efficient methods. Ineffective: If the load balancer
is unable to decide the most effective course of action, then it will generate a solution
that is ineffective. There are many different scheduling algorithms that depend on the
length and size of each single process, some of the static load balancing strategies that
are often utilised in virtual machine settings. There are several properties that define a
static algorithm:

1. They arrive at a choice by using a predetermined criterion, such as the input
load.

2. They have a deficiency in adaptation.

3. A prerequisite is a familiarity with the system.

Dynamic In the realm of cloud computing, this method is of utmost importance. These
algorithms make judgements based on the present state of the system, taking into
consideration how loads are distributed across the operating physical machines. The
primary advantages of these approaches are the ability to transfer duties from a heavily
burdened machine to a less burdened machine. Dynamic load balancing approaches
enhance system performance by providing increased flexibility. A dynamic method does
the following activities while processing: It consistently monitors the workload of the
nodes. The system computes the workload of each node at regular time intervals and
redistributes the task across the nodes by sharing information about the load and status.
An overloaded node redistributes its load to an underloaded node during execution,
dynamic algorithms modify the distribution of workloads across nodes. Based on the
current knowledge about the VM's capabilities to hasten Subsequent distribution
decisions involve the allocation of workloads as described in reference 28. It efficiently
decreases communication delays, processing time, and execution, enhancing its
flexibility in adapting to alterations in cloud configurations [9]. As stated by Mishra, S.K
et al. (2020).The dynamic load balancing techniques based on heuristics may be
categorised into two groups: batch mode (offline mode) and online mode. The
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assignment of the work is only based on batch mode heuristics, which are implemented
at specific specified intervals. It is utilised to approximate the real duration required to
finish a larger quantity of jobs. Various strategies, such as Max-min, Min-min, and the
Suffrage Algorithm, have been proposed for batch modes. Upon arrival at the scheduler,
a user request (task) is promptly assigned to a computational node in real-time mode
(sometimes referred to as instant mode). Given that each work is scheduled just once in
this scenario, the scheduling result remains unchanged. OLB, MET, MCT, and SA are
among the heuristics proposed for online modalities [30].

e These algorithms are well acknowledged for their exceptional efficacy and flexibility in
load distribution. Unlike SLB algorithms, load balancing algorithms in a dynamic
environment consider the previous state of the system [34]. Although these algorithms
may seem difficult and impose a significant system overhead, their main advantage lies
in their adaptability. There are many different meta-heuristic methods such as the
swarm intelligence methods as well as the evolutionary algorithms. These methods are
all iterative based methods that optimize a specific condition [35-37]. The categorization
of additional techniques for spreading labour in a dynamic way is as follows:

e Distributed: All nodes actively participate in load distribution using distributed
approaches such as job scheduling or resource allocation [38]. Every node maintains a
communication information base to facilitate effective task allocation and reallocation.
Cooperative or non-cooperative distributed algorithms have the ability to communicate
with each other. Cooperative systems include the collaboration of all nodes to achieve a
shared goal or make choices. If this collaboration is absent, the system is considered
non-cooperative.

¢ Non-distributed: As stated by Kumar, P., & Kumar, R. (2019). In centralised approaches,
the decision of load distribution is decided by one or more nodes. Undistributed
approaches have the ability to function in a centralised or semi-centralized way. A
singular node is employed in centralised techniques. Manages load balancing and
oversees all load distribution operations. In the case of a single-node failure, centralised
approaches might result in the irreversible loss of node information. Nodes aggregate to
create clusters, which function as centralised mechanisms in the semi-distributed
method.[1]. The characteristics of dynamic
algorithm are:

1- They make decisions depending on the current condition of the system.
2- Adaptable
3- They improve the system's functioning.

LB algorithm policies in a dynamic setting
In addition to what was said earlier, dynamic LB algorithms make advantage of the present
condition of the system. It is via the implementation of certain policies that they are able to do
this [22], [28], [39-43]. Itis these policies that:
e Transferring Policies: This policy outlines specific conditions that warrant the relocation
of a task from one node to another. The transfer policy determines the routing of
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incoming tasks, deciding if they must be moved or processed locally, depending on a
predefined set of rules. The performance of each node has an impact on the functioning
of this rule. This guideline is applicable to both the relocation and rescheduling of tasks.
The selection policy determines which tasks should be migrated based on many factors,
including the task's execution duration which represents the count of the number of
times the call is made.

e Location Policy: This policy entails the identification of underutilised nodes and the
allocation of jobs to them. The policy also verifies if the targeted node possesses the
requisite services for jobs to be moved or postponed. The Information Policy involves
the acquisition of data through the transfer policy, which gathers information about the
nodes in the system and determines the optimal timing for data gathering. It is the
responsibility of the transfer policy to examine incoming tasks and determine whether
or not they should be sent to a remote node in order to achieve load balancing. It is
necessary to process the task locally if it is not possible to relocate it, and the location
policy is activated in order to locate the work if it is required. It is the responsibility of
the information policy to provide the transfer and location policies with the data they
require to make reasonable decisions.

There are now seven existing load balancing approaches.

We conducted a comprehensive assessment of the LB techniques documented in the
literature and thoroughly examined the selected publications. The system state categorises LB
methods into static and dynamic types.

Within this part, we shall examine the current methods employed for LB.

Techniques for Load Balancing in a Static Environment

Static load balancing approaches observe system resources such as execution time,
memory, processing power, and storage capacity without needing information about the
present state of the system. These strategies hinder the allocation of resources during runtime.
They are easily implemented and suitable for tiny networks or systems with low resources.
Nevertheless, they are ill-suited for distributed computing systems as they fail to consider the
current status of the system, leading to an inequitable distribution of resources. Furthermore,
they lack the capability to identify the server machine that is connected during runtime. The
load balancing mechanism called "dynamic exchange" can be used to disperse a finite load
across the machines that are currently available. The strategy of employing static load
balancing on processors with a predetermined workload and synchronous communication
entails the allocation of tasks into individual units known as tokens, which are of uniform size,
utilising only local computing. This is executed within a model that incorporates a solitary port
and a solitary token. The burden remained unchanged until it was reallocated. Processors
operating in a dispersed environment with dynamically changing loads found it to be
ineffective. A static load balancing approach ensures that all task-related information is
accessible prior to minimising the waiting time for tasks. It calculates the projected duration
for completing each job from a given set of incoming tasks. Jobs with the shortest durations are
prioritised and handled first, while jobs with the greatest durations are processed last. Certain
tasks may experience hunger as a result of increased processing time demands. Static task-
based load balancing enables the implementation of round-robin task execution [45].
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The load-balancing approach is employed to handle many jobs, with each work being executed
for a specific time interval before being placed back in the queue. While the uniformity of
requests makes it advantageous for web servers, it lacks use in cloud settings where processes
may have varying configurations. The value is represented by the matrix element at
reference[46].

Dynamic LB Techniques

They Static approaches are unsuitable for distributed computing systems that undergo
dynamic state changes and require real-time information on resource states. Therefore,
knowledge of the system's present state is not necessary. Therefore, we need dynamic load-
balancing strategies that are appropriate for cloud systems. In this part, we discuss different
dynamic load balancing approaches that depend on load balancer criteria [1]. Based on our
observations, we have classified them into the following categories:

e Overall Load Balancing

« Load Balancing based on Natural Phenomena

e Combination Load Balancing

e Tasks distribution using Agents

e Tasks distribution or load balancing

e Tasks distribution within Clusters

Load Balancing Strategies: We explore several factors and examine many generic
strategies, such as VM migration and load estimate algorithms. As stated by Bala, A., &
Chana, I. (2016). Utilising machine learning (ML) is advisable for the purpose of
forecasting node load in order to effectively administer it inside the cloud environment.
A load-prediction model utilising Random Forest was created in the Cloudsim tool
environment to enhance load balancing in VMs. The model underwent testing just in a
simulated environment, but it has the potential to be evaluated in real-world scenarios
by including fault-tolerance mechanisms.

Ghoneem, M., and Kulkarni, L. (2017). The active load-balancing approach of a cloud
analyst simulator's VM has been modified. The existing virtual machine load-balancing
technique exhibits an unequal distribution of requests, resulting in a longer response
time for consumers, particularly during peak hours. The allocation and reservation
tables were utilised to monitor VM reservations for the requests. Upon considering the
load balancer's data, the data centre allocates a virtual machine (VM) for the upcoming
user request. The findings demonstrate that, even during periods of heavy congestion,
the recommended method provides the fastest response time to customer inquiries. The
value is represented by the matrix [48].

To alleviate the burden on servers, they used an innovative load-balancing strategy
instead of a static technique. This new strategy prioritises server processing power and
computer loading. The authors analyse the different load balancing measures utilised by
the existing implemented methods and compare them with the approach being
evaluated. Despite the neglect of migration and reaction times of jobs, these
characteristics might be integrated into the current ones to enhance the load balancing
algorithm.The value of the expression is 8. Table 1 presents a comprehensive
examination and summary of many common load-balancing methodologies.
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Table 1: Synopsis of General LB Techniques

Reference System  Technique Concept Pros Cons
S State
[47] Dynamic An Employing Optimal
algorithmic machine utilisation of It has not
load- learning resources, undergone
balancing techniques to little impact testingonan
approach detect on migration actual cloud
that instances of process, and infrastructur
leverages excessive load reduced e.
machine and frequency of
insufficient migrations
load in a
machine
[48] Dynamic Modified VM Utilise a Optimising Tasks are
load reservation task reaction evenly
balancing table to time, allocated
approach guarantee distributing throughout a
that is equitable workload solitary data
currently in distribution of evenly among centre.
use requests. virtual
machines, and
enhancing
scalability
[8] Dynamic An  unique The term increased The process
load "dynamic" resource of annexation
balancing refers to usage is favoured
technique something over  static
aimed at that is makespan, as load
minimising characterised well as QoS balancing.
server by constant Increased use
demand change, of resources
activity, or
progress.

Natural Phenomena Inspired LB Techniques:

Table 2 presents a concise overview of load balancing techniques that draw inspiration
from various natural occurrences. There are a lot of natural examples that copy the real-
time of species to perform the optimization. As stated by De Falco, I. et al. (2015). A
strategy based on extremal optimisation (EO) has been developed to distribute the
burden of user requests that are executing simultaneously. A population-based parallel
evolutionary optimisation approach incorporates factors such as target node selection

and fitness function, which yield solutions for dynamic methods [49].
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Load-balancing strategies are necessary to enhance resource utilisation, minimise
response time, and expedite job completion for cloud-based operations. Remesh Babu,
K. R, and Samuel, P. (2016). A approach has been developed that use load-balancing
characteristics such as response time, quality of service (QoS), and migration volume.
The food supply for the honey bees are the underutilised virtual machines (VMs). When
a virtual computer got overwhelmed, certain processes with low priority were moved
to another virtual machine. Additional nature-inspired algorithms, the most remarkable
methods in this domain is using the Swarm Intelligence Optimization methods. might
be included into the algorithm to enhance its performance [50].

In order to enhance the speed at which tasks are executed, we propose an enhanced
weighted round-robin algorithm that takes into account the size of the jobs, the capacity
of the virtual machines, and the interdisciplinary of several activities. The algorithm
selects the machine with the shortest completion time by taking into account the current
workload of all virtual machines and the time it takes to execute the operation. Upon
completion of each job, a load balancer is initiated to evenly divide the workload across
the nodes. To enhance the algorithm, it is possible to utilise machines from different
surroundings in a heterogeneous setting, which would yield consistent outcomes [51].
Table 2 presents an analysis of load balancing approaches that are impacted by natural
occurrences.

Table 2: Synopses Real-life Phenomenon mimicked to be used in load balancing

Reference System Techniques Concepts advantages Disadvantag
States e
[49] Dynamic Load balancing Implementatio Decreased The concepts
is performed n of concurrent execution of multi-
dynamically tasks in a time, objective
based on changing minimised optimisation
extremal environment task and graph
optimisation. transfers, optimisation
Implementatio and are
n of concurrent enhanced completely
tasks in a resource disregarded.
changing allocation
environment efficiency
[50] Dynamic Improved bee  The honey bee Shorter The potential
colony based approach is reaction for expansion
LB employed to time, and the level
minimise increased of intricacy
resource resource are
consumption utilisation, restricted.
and reduce and reduced
reaction time.  task
migrations
[51] Dynamic Weighted Considering Reduce Executionina
round-robin the duration of response homogeneou
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technique task execution, time S
the reaction environment
time of the job
is reduced.

Hybrid LB Techniques:

Hybrid load balancing solutions aim to surpass the limitations of both static and dynamic
load balancing systems while preserving their own advantages and characteristics.
Hybrid methodologies enhance response time and optimise resource use.

A hybrid load balancing system is employed to optimise node management and improve
efficiency. This system integrates features such as scheduling, querying, and moving jobs
on demand, along with staged task transfer [52]. If a node identifies a significant
workload, it will redirect the most recently arriving node to a less congested one. Both
the QMT and SMT exhibit equivalent efficacy for both autonomous and interdependent
tasks. Nevertheless, they encounter extended periods of transmission and scheduling
lengths, which might potentially be alleviated in the future. The authors of the study are
Naha, R. K,, and Othman, M. The current year is 2016. Have developed a hybrid algorithm
that combines many approaches to get optimal system performance. According to the
authors, there are algorithms that are designed to enhance resource utilisation by being
both Load Aware and Cost Aware. The Cost Aware algorithm focuses on minimising
expenses, while the Load Aware algorithm prioritises faster processing time even if it
results in higher costs. When a customer who is conscious of costs sends a request to a
server, they disable the fast (high-cost) backend, leading to decreased resource
consumption and longer processing time for user queries. The service-broker algorithm
selects the server according on the specific needs of the client, perhaps resulting in
longer processing times or elevated expenses. The service proximity broker algorithm
selects the data centre in closest proximity to the customer's location. The results
provided above demonstrate a decrease in both computational and reaction times. In
order to fulfil the customer's requirement, the authors included all of the load balancing
and service-broker algorithms within the pair. Nevertheless, the extended period of
request execution has the potential to enhance the system's performance.

In order to reduce the possibility of server response failure due to a sudden increase
in user requests, it is crucial to develop a strong and reliable cloud load balancing (CLB)
architecture. The authors' depiction of this architecture presents a load balancing
strategy that efficiently manages server load, priority, and processing capabilities for
both physical and virtual web servers. In addition, it considers server processing and
computer loading to address server problems and handle a larger volume of
computation requests. The architecture enables performance scalability, but it also
results in increased response time (table 3).
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Table 3: Synopsis of Hybrid LB Techniques

Reference System  Technique Concept Pros Cons
S State
[52] Dynamic Hybrid LBas LB on slaves Task High
well as node with scheduling transmission
Tasks hybridized LB for and
scheduling based on the independent scheduling
master node and time
dependent
tasks,
reduced
response
time
[53] Dynamic Combination Usinga reduced Low
of combination of processing efficiency,
broker and LBand a and lengthy
LB broker response execution
technique technique to times
reduce
response time
[8] Dynamic Cloud Aload High High
load balancer scalability response
balancing monitors time
technique priority and
computing
power to
overcome
server
response
failure.

Agent Based LB Techniques:

An analysis is made to investigate the performance of the agents in this realm. Many agent-
based tasks distribution strategies has been discussed extensively in this section. Those
strategies aim to optimally distribute the tasks on the cloud environment on an efficient manner
that is based on the agent which can be considered as a controller that schedule the tasks and
then disseminate them over the virtual machines on the environment. The agentis responsible
for the discovery, negotiation, establishment, and administration of cloud resources. In order
to accomplish the design objective, the agent functions autonomously and consistently.

Application-aware load-balancing architecture, utilising several agents, facilitates the
process of automatic resource provisioning. Tasquier (2015) proposes an architectural design
that employs three distinct agents: executors, provisioners, and monitors. Each agent has a
specific role, with the executor agent responsible for managing running applications, the
provisioner agent handling resource scaling, and the monitor agent monitoring resource

240



overload and underload situations. Moreover, the suggested approach has the capability to
evaluate the present condition of cloud and resource elasticity [54].

The authors of the publication are GutierrezGarcia, J. 0., and Ramirez-Nafarrate, A. (2015).
Present a collaborative agent-based load balancing solution that distributes workload among
servers of different capabilities, employing the concept of live virtual machine migration. In
addition, they suggest an agent-based load balancing system that incorporates a load balancing
programme for the purpose of selecting the initial host for virtual machines [55]. The
multiagent-based load balancing approach enables improved resource utilisation. It utilises
techniques from both the sender and receiver to minimise waiting periods and uphold service
level agreements (SLAs). The DcM agent utilises data from the VMM agent to execute
information policy and classify virtual machines (VMs) based on different criteria. Additionally,
it initiates NA agents to determine the status of the virtual machines (VMs) that are reachable
in other data centres. Based on the simulation findings, it is evident that the approach is more
efficient, leading to improvements in both reaction time and makespan [56]. The load-balancing
approaches that depend on agents are examined in Table 4. In the papers reviewed in the table
it can be realized that the system state, technique, concept besides the advantages and the
disadvantages are taken into account in order to show the performance capabilities of each
single agent presented in the explanation.

Table 4: Synopsis of Agent Based LB Technique

References System Technique Concept Pros Cons
State
[54] Dynamic Multiagent- Resource Offers QoS is disregarded
based provisioning  maximum due to its absence
and elasticity — and of implementation

monitoring in makes wuse of
a multi-cloud multiple cloud
system resources.
involve  the

use of various

agents.
[55] Dynamic Agent- VM migration Heterogeneous QoS is disregarded
based LB usingagent VM andserver  duetoitsabsence
of implementation
[56] Dynamic Multiagent = Maximizing diminished Data Centre
based resource use feedback time , Monitor Agent.
LB with improved This  kind of
architecture multiple makespan, and system has a high
agents improved tendency to be
resource dependant on
utilization higher authority

managers that is
in charge to send
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a message to
destruct the data
collection
whenever
required.

Task Based LB Algorithms:

We are now examining the existing literature on task-based language learning (TBLL)
strategies in the field of language acquisition. Presently, the prevailing load-balancing
techniques entail the migration of an overburdened virtual machine from one physical
computer to another. Although this strategy allows for flexibility in distributing resources, it is
more laborious and costlier since it requires migrating the complete virtual machine rather
than just the individual processes responsible for overloading the system.

Shen, H. et al. (2016). One strategy for optimising the placement of MapReduce jobs is to
consider the network topology. By taking into consideration the network, this technique aims
to enhance job completion speed while reducing data cost and transmission time. According to
them, the primary difficulties of a work are the constant fluctuations in the availability of
resources, caused by their release and the frequency of access over time. (2) The duration
required to get data for decreased jobs may vary based on their magnitude and location; and
(3) The latency of data access is affected by the level of traffic on the pathway. In order to
minimise the delay in accessing data, it is important to take into account the load on the path
while scheduling jobs. The findings indicate that there was an escalation in resource utilisation,
accompanied by a reduction in the time required to complete tasks. Implementing a multiple-
scheduler architecture simplifies the process of executing highly parallel jobs and also reduces
the associated challenges and expenses.

The authors of the study are Xin, Y. et al. (2017). Proposed a scheduling methodology that
use weighted random scheduling to minimise conflicts between tasks and alleviate device
overload. Tasks are allocated weights depending on many criteria, such as the time it takes to
complete them, the cost involved, and the delay in communication. Machines with lower costs
are more likely to be allocated a job. The researchers used a Workflow generator in MATLAB
2012b to create the necessary dataset for their investigations. The dataset included many
activities, each with execution time, cost, and transmission delay falling within specific ranges.
The study also analyzed the process’s structure, scheduling, reliance on devices, and the test
conducted on the device set. The results suggest that the utilisation of multiple schedulers
enhanced aspects such as device task rivalry and implementation expenses. Nevertheless, the
study failed to consider the best values for the parameters, which have the potential to be
enhanced [58]. EImougy, S. et al. (2017). Created a task load balancing approach that merges
the advantages of round-robin scheduling with the shortest job first scheduling strategy. In
order to equalise the waiting durations for jobs, the system keeps short and long tasks in
different ready queues and utilises a dynamic task quantum. The writers have considered both
the rate of data transfer and the prevention of resource deprivation. The method was tested
extensively using the CloudSim simulator, and the results indicate a decrease in turnaround
time, waiting time, and reaction time. The occurrence of prolonged work deprivation has also
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been diminished. Nevertheless, the task quantum is not efficient in achieving a balance between

jobs that can be optimised in the future to minimise wait periods and the possibility of famine.
We examine task-oriented load balancing strategies in Table 5.

Table 5: outlines the summary of Task-Based LB Techniques.

Reference Systems Strategy Concepts advantages Disadvantage
S States S
[57] Dynamic The architecture implementing task Improved Bandwidth is
of the networks scheduling in cluster not allocated,
as well as the MapReduce to utilization, and the mode
transmitting reduce the reduced job isnotanalyzed
period is information completion  across
considered  in sharing overhead time different
scheduling network
conditions.
[58] Dynamic Cost efficient Several schedulers improved The
multiple for concurrent job resource assessment of
schedulers for execution, utilization, parameters is
parallel tasks together with a task not optimal.
weighted machine reductionwe
allocation ighting and
technique. execution
time
[59] Dynamic An method for To avoid Task Task quantum
task scheduling starvation, it is starvation is

that combines
shortest job and
round robin
principles, with a
dynamic task
quantum.

advisable to
segregate small
and lengthy jobs
into separate
ready queues and
run them
autonomously.

and waiting
time
decreased,
while
reaction and
turnaround
speeds
enhanced.

less effective

Cluster-Based Load-Balancing Techniques: Resources are allocated across several data

centres and organised in a diverse cloud environment, considering factors such as server

performance and storage capacity. In this chapter, we examine many strategies that are based

on clustering and present a concise overview in Table 6.

To overcome the challenges posed by existing load-balancing techniques, Zhao, J. et al.

(2015). We introduced a heuristic approach for LB, utilising Bayes and Clustering, which we

refer to as LB-BC. This method has successfully achieved load balancing over an extended

period and is founded on the principles of the Bayes theorem. The algorithm calculates the

likelihood of physical hosts after an event and includes the notion of clustering to choose the
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most suitable host. Factors such as the standard deviation, load-balancing impact, and number
of requested jobs are all considered. Subsequently, dynamic load balancing was employed as a
benchmark to evaluate the method, since it effectively reduces the standard deviation over a
period of time. The proposed methodology is initially applicable only to small-scale
environments, but it may be optimised for large-scale networks and time-sensitive applications
[60-64]. The user's text is a single period.

Proposed a method for efficiently assigning tasks to clusters, enhancing communication
between different cloud systems, specifically for load balancing within the realm of dynamic
and real-time multimedia streaming. The system chooses to transfer work requests when the
queue has more than five pending jobs. completed prior to commencing the job. This approach
surpasses ant colonies, WCAP, and HFA in terms of performance, as well as excels in dispatching
jobs more frequently and reacting more swiftly. Moreover, by utilising communication tasks
instead of compute jobs, this approach may be improved for real-time scenarios where
intermediate nodes experience congestion caused by limited resources, as well as to minimise
data loss resulting from congestion [65].

Han, Y. et al. (2017). Developed a tasks distribution system that is structed on basis of a
layered network of virtual machines. There is a link controlling all the upcoming processes in
order to find the best pathway for them. In this design the self-scheduling strategy had been
used. The utilization of this strategy helped to increase the system'’s scalability. The researchers
conducted trials on four distinct computational applications inside a vast cluster and
documented improvements in scalability, performance, and reduced communication costs.
Future evaluations will assess the approach's suitability for larger clusters and dependencies
that involve loops [66]. Table 6 examines load-balancing methodologies that rely on clusters.

Table 6: Synopses of Clustered-dependant Load Balancing methods.

Reference System Technique Concept Pros Cons
S State

[60] Dynamic LB based on Clustering is The smallest Only suitable
Bayes combined with the standard for LAN use;
and clustering Posteriori deviation not suitable for

Probability of and the use in a real-
physical hosts. shortest time
response environment.
time.

[65] Dynamic Cluster based expanding massive Better Packetloss as a
job dispatching  inter-cloud response result of
technique communication for time congestion

dynamic and

immediate load
balancing of
multimedia traffic

[66] Dynamic Self-scheduling A distributed self- Scalability Parallel
techniques for scheduling scheme has been execution  is
distributed that seeks to improved, not permitted.
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models to enhance LB and ashas

improve load scalability. overall

balancing performanc
e, and
communicat
ion
overhead
has been
reduced.

Discussion

These approaches employ several indicators inside the cloud technology for comparing the
analysed studies. Through meticulous analysis of various load-balancing approaches, it
becomes evident that each method considers distinct criteria for assessment. Some articles
have considered either a single target or numerous objectives for measurements.
In addition, we have examined other research publications that depend on simulations and
outcomes. There are major concerns that all researcher in this area must be considering such
as the makespan time, throughput maximization, besides the energy they might be excessively
be consumed in order to solve some small tasks.

Conclusion s

In This study conducted a comprehensive assessment of load balancing strategies
employed in cloud settings. In a similar manner, we examined other state-of-the-art load
balancing algorithms in cloud computing systems. Our research suggests that load balancing
(LB) is a developing mechanism that provides a novel method for improving cloud performance
and optimising resource usage. Additionally, LB ensures equitable and efficient allocation of
input requests. Upon conducting a thorough examination of the existing literature, we have
classified the area into two distinct subdomains, namely dynamic and static LB investigations.
We also discussed the advantages and disadvantages of several load-balancing strategies. In
order to facilitate the development of more effective LB approaches in the future, it is
imperative to tackle the challenges associated with these algorithms. Efficient load balancing
can minimise resource usage, leading to additional savings in energy consumption. Overall, LB
mechanisms in the computer environment require further enhancement to effectively handle
the diversity of the environment, minimise related costs, enhance performance, and really
function as an on-demand approach. The collected data from this study provides valuable
insights to researchers on the latest advancements in the field of load balancing. The purpose
of this study was to provide an overview of load balancing in cloud systems, including its main
role, existing challenges, unresolved issues, techniques, and processes. We expect that the
findings of this study will contribute to the development of new research areas that will
facilitate the advancement and integration of LB in cloud computing.
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